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Preparations and Principles
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University of North Carolina at Greensboro

The basic principles of behavior anal-
ysis have been discovered through re-
search on the behavior ofnonhuman an-
imals. Do those principles apply also to
the behavior of humans? That question,
according to Baron, Perone, and Galizio
has not been answered satisfactorily but
must be answered in order to rebut the
critics of behavior analysis and for be-
havior analysis to be taken more seri-
ously by nonbehavioral psychologists.
Baron et al. argue, further, that free-op-
erant preparations where adult, verbal
humans receive points as a consequence
of pressing buttons -the human Skinner
box-will prove to be invaluable for an-
swering the questions about the gener-
ality of basic principles related to the re-
inforcement process.
Whether or not a particular experi-

mental preparation will turn out to be
useful cannot, ofcourse, be known in ad-
vance. Our hunch, however (Shull et al.,
1989), was that the human Skinner box
preparation is not likely to be a good one
for answering questions about the fun-
damental effects of operations on re-
sponse rate. And despite Baron et al.'s
defense, we remain skeptical.
There are several issues that seem to

underlie our disagreement with Baron et
al. First, whether or not one thinks a par-
ticular experimental preparation will be
suitable for revealing fundamental rela-
tions will depend partly on what one
means byfundamentaL And Baron et al.
seem to mean something different byfun-
damental from what we mean. Second,
we think Baron et al. have not given
enough attention to why one experimen-
tal preparation is better than other imag-
inable preparations that might be appro-
priate. And, finally, we have been unable
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to tell what specific doubts held by non-
behavioral psychologists Baron et al.
think are likely to be addressed by the
research they advocate.
Our previous criticisms were not di-

rected toward any experimental prepa-
ration per se. Indeed, our point was that
preparations cannot be evaluated inde-
pendently ofthe particular question about
behavior that the researcher is trying to
answer. That is, we thought the question
should determine the preparation rather
than the other way around. Our fear, quite
frankly, was that some behavior analytic
research with human subjects will appear
to be method-driven instead ofproblem-
driven (Platt, 1964) unless those who
conduct such research make the nature
and significance of the questions more
visible. In the hope ofprompting further
discussion of these matters, we offer the
following additional comments.

FUNDAMENTAL RELATIONSHIPS
AND

EXPERIMENTAL PREPARATIONS

Fundamental Relationships
Baron et al. argue that the generality

of fundamental reinforcement processes
needs to be more firmly established. But
what are those fundamental processes?
Do they mean byfundamental those re-
lationships that hold over the widest range
of circumstances (i.e., that are the most
general) and thus that are the foundation
of a scientific system? If so, we agree.
Complex phenomena are analyzed as
products of combinations of such foun-
dational relationships and their particu-
lar values (cf. Catania, 1983; Sidman,
1986). It is obviously important to de-
termine whether or not the relationships
that behavior analysts regard as funda-
mental are in fact so.
But do the patterns ofbehavior engen-

dered by different reinforcement sched-
ules exemplify fundamental relation-
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ships? Sometimes Baron et al. write as if
they think so. True, the patterns occur
consistently and fairly generally. But the
relationships involving patterns are not
the foundation ofany system that we are
aware of.

Instead, as Baron et al. well under-
stand, the patterns of behavior engen-
dered by reinforcement schedules are
usually conceptualized as the result of
combinations ofmore fundamental vari-
ables arranged by the current and pre-
viously experienced environments (Fer-
ster & Skinner, 1957; Morse, 1966; Zeiler,
1977). Those variables are more funda-
mental in the sense ofoperating the same
way across schedule type and situation.
That is, they and their effects are the el-
ements, the foundation, of a behavioral
analysis.

Differences in performance under the
same current schedule can result from
small, quantitative differences in the ef-
fects ofone or more ofthose variables as
well as from more substantial differences
in the types ofcontrolling variables. Con-
versely, similar patterns can arise from
very different combinations of funda-
mental variables.
No doubt careful experimental analy-

ses can be undertaken to reveal the bases
of similarities and differences. But are
such analyses likely to reveal relation-
ships that are sufficiently foundational,
or general, to be ofbroad interest? Or are
such analyses likely to show instead that
particular complex arrangements of cur-
rent and remote fundamental variables
produce particular complex outcomes?
Until such questions are addressed more
directly, we are likely to remain unsure
about what significance to attach to what-
ever empirical generalizations emerge
about similarities and differences in per-
formance under reinforcement schedules
between human and nonhuman subjects.

Experimental Preparations
The mere fact that research is done in

a laboratory where certain conditions are
controlled does not mean that the exper-
imental preparation has effectively iso-
lated the relevant variables needed to dis-

cover fundamental laws. Skinner (1938)
made much the same point in discussing
why he favored the rat's lever press. His
reasoning is worth recalling.
For Skinner, the essential property of

operant behavior to account for was its
likelihood (i.e., its rate or probability) of
occurrence (1938, p. 46; 1950, pp. 197-
199; 1953, pp. 62-63; 1957, pp. 22-33).
Thus,fundamental principles were those
that specified the most general functional
relationships between classes of opera-
tions and the probability, or rate, of op-
erant behavior.
Observed relationships seemed unlike-

ly to be general unless the response was
free to vary over a wide range of rates
and unless the response was relatively
unconstrained by other variables (e.g.,
Skinner, 1953, pp. 62-63). For example,
because of constraints due to social con-
tingencies, the controlling relationships
that Skinner regarded as fundamental
would not normally be apparent in the
rate ofongoing verbal behavior (Skinner,
1957, pp. 22-28). The fundamental re-
lationships operated, Skinner argued, but
in complex combinations.

Skinner (1938) believed that the rat's
lever press, in contrast, was relatively un-
constrained because it "is not included
in any other significant behavior" (p. 49).
It thus seemed "nearly optimal" (p. 50)
for determining the effects of variables
on response probability.

Significantly, Skinner (1938) did not
think all simple-appearing responses ofa
rat were equally suitable:

The response offlexing a foreleg, for example, might
be a component part in the responses of scratching,
eating, cleaning the face, running, climbing, and so
on. A description of its changes in strength would
need to take all these various behaviors into ac-
count. (pp. 49-50)

Although Skinner (1938) believed that
such responses were lawfully related to
their controlling variables, he stressed that
the complex combinations of variables
would make the discovery of lawfulness
"more difficult" (p. 50):
For example, if the response were part of many
different kinds of conditioned and unconditioned
behavior, the curves obtained during various
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changes in strength would be composite and highly
complex. (p. 51)

Presumably, if Skinner had thought
lever pressing "were part ofmany differ-
ent kinds of conditioned and uncondi-
tioned behavior"-as he believed fore-
leg-flexion to be-he would have chosen
some other response to study. Actually,
the rat's lever press probably is not as
ideal a preparation for his purposes as
Skinner once believed. For example, the
differential reinforcement ofresponse rate
can obscure fundamental relations be-
tween response rate and classes of con-
trolling variables.
But questions about the value of the

rat's lever press as an experimental prep-
aration are of secondary relevance to the
present discussion. It is centrally rele-
vant, however, that a button-press by an
adult, verbal human might be more like
what Skinner imagined a rat's foreleg-
flexion to be than what Skinner imagined
a rat's lever-press to be. That is, a hu-
man's button press seems likely to be part
of many different behavior classes, in-
cluding such complex, higher-order
classes as "strategies" for interacting with
games, complex chains prompted by and
prompting verbal behavior, and "test-
taking" repertoires reinforced and mo-
tivated by signs of social approval and
success (see Dinsmoor, 1983; Michael,
1987; Shimoff, Matthews, & Catania,
1986). If so, observed relationships in-
volving response rate are likely to be
"composite and highly complex."
There is a related concern about the

use ofpoints as reinforcement. Although
the delivery of points for humans might
appear analogous to the delivery of food
to a rat or pigeon, the similarities might
be somewhat superficial and misleading
(Case, Ploog, & Fantino, 1990, p. 197).
For example, the conditions typically
used to make points effective include in-
structions and other complex social re-
lationships (e.g., the subject must "un-
derstand" and "trust" the experimenter).
Consequently, points might serve vari-
ous stimulus functions in addition to any
reinforcement function derived from the
back-up reinforcers.

Perhaps these other sources of control

can be weakened sufficiently by the meth-
ods that Baron et al. describe, such as
extended training. But when we remem-
ber the extensive social histories that hu-
mans likely have had relevant to perfor-
mance in game-like and test-like
situations and when we think ofthe prac-
tical constraints on human research, we
find it hard to be optimistic. Further-
more, the achievement of stability after
extended training does not necessarily
imply that other sources of control have
been weakened. It may occur because of
the dominance ofsome source ofcontrol
other than what the experimenter in-
tended (e.g., "rules" rather than re-
sponse-consequence relations).

If our hunch is right about these kinds
ofcomplexities, would that mean the hu-
man Skinner box preparation is incapa-
ble of revealing fundamental relations?
Of course not-but maybe there are bet-
ter ways to do the job. Various strategies
have been tried for reducing the influence
of verbal/social histories. Might Heffer-
line's (1962) methods, for example, prove
effective? His strategy was to use such
small-amplitude responses (minuscule
muscle twitches) that their occurrence
could not normally be detected -even by
the adult human subjects themselves-
except by electrophysiological amplify-
ing and recording equipment. With this
preparation Hefferline and his colleagues
were able to demonstrate operant con-
ditioning without awareness (Hefferline,
Keenan, & Harford, 1959) and the ne-
cessity of additional contingencies to
generate awareness (Hefferline & Perera,
1963). Alternatively, it might be possible
to develop new techniques to assess re-
sponse probability that are not based on
response rate and that could be used in
situations where response rate is con-
strained. We have no illusions, however,
that researchers can easily create such
techniques; indeed, "productive experi-
mental situations are hard to find" (Skin-
ner, 1950, p. 195).
Of course, one can focus on principles

other than those that describe how vari-
ables affect response probability. Wheth-
er or not the complexities of the human
Skinner box preparation will be problem-
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atic depends on the specific questions be-
ing asked. Preparations where humans
get points by pressing buttons might, in
fact, be very effective for addressing cer-
tain kinds of questions even though rate
of button pressing by humans might not
be very revealing about fundamental ef-
fects on response probability. The ad-
vantages and disadvantages would need
to be considered in each case relative to
the specific experimental question.

WHAT DOUBTS AND CONCERNS
OF NONBEHAVIORAL
PSYCHOLOGISTS ARE
TO BE ADDRESSED?

Although some nonbehavioral psy-
chologists might question whether our
basic behavioral processes operate in hu-
man behavior, many do not. What they
often do, however, is regard such pro-
cesses as "primitive"-that is, as auto-
matic as opposed to deliberate processes
or as procedural as opposed to declara-
tive memory. They acknowledge that the
"primitive" processes operate and even
dominate under some conditions (An-
derson, 1980; Lindsay & Norman, 1972;
Schwartz & Lacey, 1982, 1988; Squire,
1987, pp. 151-174). But the "primitive"
processes are not the ones that they find
most interesting. Furthermore, even the
"primitive" processes are often de-
scribed in cognitive/information-pro-
cessing terms (e.g., Davey, 1988; Dick-
enson, 1980; Schwartz & Lacey, 1982).
Behavior analysts, ofcourse, are unlikely
to find such interpretations useful. None-
theless, it is not at all obvious what par-
ticular empirical results would force such
interpretations to be rejected. We won-
der, therefore, what leads Baron et al. to
think that demonstrating similarities in
the behavioral relationships between hu-
mans and nonhumans in a Skinner-box-
type apparatus will have much impact on
the thinking of nonbehavioral psychol-
ogists.
From the perspective of behavior an-

alytic theory, many of the phenomena
studied by nonbehavioral psychologists
are complex, composite, higher-order
phenomena rather than fundamental. For

example, from a behavior analytic per-
spective, verbal behavior and remem-
bering do not exemplify fundamental
processes but are, instead, interpreted as
products of combinations of fundamen-
tal relations involving stimulus control,
deprivation, differential reinforcement,
and so forth. Behavior analysts have ap-
propriately focused their basic research
on those fundamental relations. The
principles so derived are expected to ap-
ply broadly across phenomena. One con-
sequence, however, is that basic behav-
ior-analytic research often has the surface
appearance of being remote from the
study of phenomena like remembering,
problem-solving, creativity, and lan-
guage. Indeed, since nonbehavioral psy-
chologists study such phenomena direct-
ly and explicitly, many people conclude
(mistakenly) that such phenomena are the
purview of nonbehavioral psychologists.
Behavior analysts could contribute

more visibly to the understanding ofsuch
complex human phenomena, and there
would be advantages in doing so. For one
thing, such phenomena are important to
those who have to deal with human be-
havior on a practical level. Also, such
phenomena seem good candidates for
testing the effectiveness of behavior-an-
alytic conceptual analyses (interpreta-
tions). First, some interesting phenom-
enon-perhaps the results of an
experiment conducted and interpreted
from a nonbehavioral perspective -could
be reinterpreted in behavior-analytic
terms. The conceptual analysis is likely
to suggest certain novel manipulations
which could then be implemented in an
experiment. The experiment might gen-
erate data that support a reinterpretation
and more effective understanding of the
original phenomenon. For example, the
experiment might show that phenomena
which are treated as members of distinct
classes within a nonbehavioral concep-
tual system are actually points along a
continuum of effects. A result ofthis sort
would be a tangible benefit ofa behavior-
analytic interpretation, ofinterest to any-
one concerned with understanding the
phenomenon regardless ofhis or her the-
oretical orientation.
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One general strategy has been to de-
velop experimental analogs (with hu-
mans or nonhumans) ofcomplex human
phenomena. Although research of this
type should not be confused with re-
search designed to determine the forms
offundamental relationships, it can, nev-
ertheless, move us beyond interpreta-
tion. It is important, however, to do more
than simply demonstrate that the anal-
ogous performance occurs. As Catania
(1983) noted:
If producing an analog were the only function of
the synthesis, . . . a thought experiment would do
as well. Instead, once a phenomenon has been dem-
onstrated by a behavior synthesis, its defining prop-
erties and its range of applicability can be refined
by subsequent research. The success ofthe synthesis
is then judged not only on the basis ofthe empirical
results but also on the extent to which the refined
understanding ofthe phenomenon has implications
for the human non-laboratory situations from which
the analog emerged. (p. 59)

To suggest greater flexibility in the
kinds of experimental preparations used
with humans is not at all equivalent to
suggesting abandonment ofthe tradition-
al behavior analytic approach (cf. Sid-
man, 1990). Nothing inherent in operant
principles nor in traditional behavior-an-
alytic research methodology requires that
the procedure mimic features ofthe rat's
lever-box. It is not the apparatus that
makes an experiment (with humans or
with nonhumans) an operant experi-
ment. Just as the results from the Skinner
Box (human or nonhuman) can be inter-
preted in cognitive/information-process-
ing terms, so too virtually any experi-
ment on human behavior can be
legitimately construed as a study of hu-
man operant behavior. This is true of
studies of remembering, problem-solv-
ing, transfer of training, perception, and
scientific creativity.
Perhaps it is relevant to recall that

Skinner's early research on verbal be-
havior included counting frequencies of
alliteration in Shakespeare's sonnets
(Skinner, 1939) and recording verbal be-
havior evoked by an auditory form of
projective test (Skinner, 1936); that Kel-
ler and Schoenfeld's (1950) book made
reference to a wide range ofexperimental
techniques, although with due critical re-

gard to their analytic usefulness; and that
Keller's (1958) research that challenged
contemporary views about the learning
process was on the learning ofMorse code.

In short, our concern has been that
some behavior-analytic research on hu-
man behavior seems prompted more by
features of an experimental preparation
than by broad questions about the de-
terminants ofhuman behavior. If so, the
field of human operant behavior proba-
bly is making less progress than it oth-
erwise could.
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